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Abstract 
Zero-shot learning is the ability of a machine learning model to recognize semantic concepts 
unseen during training. While over the years this field evolved by making the setting more and 
more challenging, a principle remained intact: to recognize unseen classes, we need to ground the 
(visual) input to a semantic description rather than the class itself. This semantic description, in 
the form of language, is the key to generalization. Nowadays, with the advent of large multimodal 
models (LMM), the concept of "unseen" is brittle and hard to define. Nevertheless, can this 
principle still be useful for semantic generalization? In this talk, we will briefly introduce zero-shot 
learning and the fundamental approaches to address this task. We will then discuss LMMs and 
their capabilities. Finally, we will see how the principle of grounding visual information to language 
can be used to re-purpose LMMs to remove assumptions (e.g., in classification) and address tasks 
beyond the ones they were designed for (e.g., anomaly detection, and compositional recognition) 
without requiring any training. We will conclude with a discussion of the pros and cons of this 
paradigm as well as promising future directions. 
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