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Abstract 
Enabling mobile robots to safely and efficiently navigate in previously unseen dynamic 
environments is a longstanding challenge in robotics. While advances in AI and deep learning have 
transformed many fields, their application to real-world robotic localization is still limited by the need 
for environment- and embodiment-specific training. 
To bridge this gap, there is a pressing need for learning-based localization methods that can 
seamlessly transfer across different robots and environments. 
In this talk, I will present my work on camera-to-LiDAR matching. By combining deep learning with 
traditional optimization techniques, the proposed method is independent of sensor-specific 
parameters, generalizable, and can be deployed in the wild for monocular localization in LiDAR 
maps and camera-LiDAR extrinsic calibration. 
Evaluations on three in-house robots demonstrate that the method effectively generalizes to 
previously unseen environments and sensor setups in a zero-shot manner. 
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